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Wearable 3D Shape Display for Dynamic Interfaces Rendering
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Abstract— Recreating the feeling of touch is crucial for
seamless interactions with objects in the virtual world. Many
haptic solutions exist in the forms of graspable, wearable,
and touchable systems for recreating Kinesthetic and tactile
feedback. Yet, to the best of our knowledge, no wearable system
to date can directly render dynamic shapes in user’s hand with
drastic shape rendering capabilities. We present a wearable 3D
haptic display with drastic shape change and dynamic signal
rendering. We explored direct physical and dynamic rendering
of shapes in users’ hands using a 3D lattice of pneumatic
actuators— a direct-embodiment approach. We also conducted
user studies to determine the efficacy of the shape and frequency
rendering and found the results to be generally convincing.

I. INTRODUCTION

The sense of touch is crucial for realistic interactions in
virtual and augmented realities (VR/AR) [1], [2]. Many vir-
tual environments allow interactions with the virtual objects.
Yet, despite the wide range of shapes, sizes, and textures
of the objects present in the virtual world, interaction with
the human hands comes, in most cases, in the form of
a rigid, fixed-shape controller. There have been promising
recent efforts in bringing advances in haptics to the field
of VR/AR. We provide a brief overview below to expound
the advantages and disadvantages of these efforts and how
our work fills an important gap in the haptics literature for
applications in VR/AR.

Efforts in haptics can be generally divided into three cat-
egories based on the method of interaction and form factors:
graspable, wearable, and touchable systems [3]. Graspable
devices are usually kinesthetic (force-feedback) devices that
are grounded or ungrounded, that allow the user to push on
them (and be pushed back) [4], [5], [6], [7], [8], [9], [10].
Wearable systems are typically tactile (cutaneous) devices
that are mounted to the hands or other parts of the body and
display sensations such as vibration, lateral skin stretch, and
normal skin deformation [11], [12], [13], [14]. Touchable
systems are encountered-type displays that allow the user to
actively explore the entire surface [15], [16], [17], [18], [19].

To reconstruct shapes in the virtual environment, all three
categories can be employed for different effects. Graspable
devices provide accurate positional and force feedback. Yet
graspable systems seem to have challenges to render a
large variety of shapes, with the rendering usually limited
to just one or two dimensions of linear force scales. In
addition, graspable devices are mostly capable of rendering
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Fig. 1. Wearable 3D shape display for dynamic interfaces rendering. Some
shapes generated by the device.

rigid objects. Rendering of soft or deformable objects is a
currently a gap. Wearable systems provide great mobility
and versatility with regard to object location and size. Yet
wearable systems do not provide good force response and
the amount of normal forces simulated is typically small.
Touchable systems allow for more user exploration and
a more holistic, realistic experience. Yet most touchable
systems are limited to 2D or 2.5D in dimensions with one
movable axis. Recently, there has been work on developing
a soft 3D haptic shape display [20]. However, all of the
reported display systems are mostly bulky, cumbersome and
stationary.

Our goal is to develop a device that is able to directly
embody shapes but stay wearable in user’s hand, so that
users can freely explore the shapes and eliminate the many
problems with sensing and actuation that are present in the
graspable and wearable systems. In addition, we would like
to explore the potential of rendering both rigid and soft
objects. Such shape changing controllers have been explored
to a limited extent, as outlined below.

Researchers used mobile platform with pin array on a
small hand-held device to display some shapes, but the shape
rendering is limited to 2D with small displacement and rigid
pins [15], [21]. Kovacs et al. created a binary shape device
with a ball that can swing into or out of the user’s hand [22],
which can be useful for some interesting use cases (like an
apple picking game), but not generally applicable to more
interactive scenarios. We need a shape-rendering device that
has more granularity than binary on/off.

There have also been works where the weight distribution
on the controller can be changed to generate variable moment
of inertia to create illusions of holding different objects [23],
[24]. Yet, here the actual shape in the user’s hand does
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not change and the amount of shape variation is limited.
There has been shape changing controller with one moveable
extruded part that pops up to simulate the reactive force in the
virtual environment [25], but the shape generated is simple
and one dimensional, not realistic enough for a wider range
of other common objects and shapes.

Inflatable pouches have been integrated with VR to show
common shapes like cylinders and spheres [26], [27], but the
pouches are non-stretchable and thus fixed in their final shape
without the ability to render smaller or bigger shapes, as
well as any curvature. Shape and texture rendering have been
experimented with on a revolving touch device that presents
shape and texture based on virtual environment cues [28].
But the shape interaction is limited to one finger tip and the
range of shapes generated is limited to the shapes present on
the revolver.

The most relevant existing work to ours is a handheld
device with mechanical gearing and movable tiles to render
shapes with different circumferences [29]. This device can
render a wider range of objects than the previous mentioned
devices but the shape change is still subtle due to the
small and symmetric displacement generated by the tile
mechanism.

In this study, we are presenting a wearable 3D display with
drastic shape change, where the device showed more than
50% volume change than the original body (see Fig. 1). Our
device demonstrated the rendering of a range of primitive
shapes and the ability to incorporate frequency signals. To
our knowledge, our works is the first work that actively
exploits the combination of frequency and shape signals for
haptic rendering.

Specifically, we make the following contributions in this
work:

¢ We introduced a 5-stack 3D pneumatic lattice actuator
with 15 individually addressable chambers, which is
capable of rendering a wide range of static shapes as
well as dynamic frequencies.

e We showed our device to be over 90% accurate in ren-
dering static shapes and over 80% accurate in rendering
distinguishable frequency signals in user studies.

e We demonstrated that multi-modal (shape and fre-
quency) inputs generated higher distinguishability in
haptic user studies.

o We introduced touch sensing based solely on pneumat-
ics for the actuator to close the feedback loop.

o Although with limited demonstration in this work, we
believe our device has the potential to render both rigid
and soft objects with additional features, such as adding
strain-limiting mechanism.

The rest of the paper is divided into the following sec-

tions: Device and Methods, User Studies, and Results and
Discussions.

II. DEVICE AND METHODS

Our haptic device consists of five molded silicone stacks.
Each stack includes three individually controlled chambers.
The device is shown in Fig. 1. In the following sections,
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Fig. 2. Fabrication of the actuator. a) 3D print the mold with three-chamber
design. b) Pour in uncured silicone. c) Let silicone cure. d) Demold for one
stack of the silicone actuator (with three chambers). e) Repeat the above
steps for multiple stacks. f) Bond stacks vertically with silicone adhesive.
g) Attach tubing into each of the chambers with silicone adhesive.

we will describe in detail how we fabricated our device and
the supporting hardware and software architecture used for
shape rendering.

A. Actuator Fabrication

We fabricated the actuators by molding silicone using 3D
printed molds, as illustrated in Figure 2. First, we printed the
molds using a Form 2 stereo-lithography (SLA) 3D printer
(Formlabs, USA), with a slightly deformable resin for easier
demolding (Tough 1500 Resin, Formlabs, USA). Uncured
silicone mixture made with DragonSkin 10 part A and B
(Smooth-On, USA) was poured into the mold and cured
at 80 °C for 2 hours. This is for one layer (or stack) of
the final actuator. Note that due to the three cavities created
by the mold, each stack has three individually addressable
chambers. Five layers are fabricated using the exact same
process. After individual layers of the actuator were created,
all five layers, together with a bottom sealing layer were
glued onto each other with more uncured DragonSkin 10
silicone. After the whole body of the silicone actuator was
made, silicone tubings were connected to each of the 15
individual chambers (3 chambers x 5 stacks) and glued in
place with Silpoxy silicone glue (Smooth-On, USA). Our
manufacturing process of the device is simple, straightfor-
ward and low-cost. We could potential extend the device to
a larger number of stacks if needed.

B. Electronics and Control

We control each pneumatic chamber (out of the 15 total)
through a pressure regulator (Festo VEAB, 1-200 kPa) indi-
vidually (Fig. 3). The 15 pressure regulators were controlled
using an analog output generated through a data acquisition
device (NI cDAQ-9174 with NI9264 module) interfaced with
a PC. For more information on the pneumatic and electronic
control hardware, please see more details in the previously
published work [30].
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TABLE I
ACTUATOR PHYSICAL DETAILS

H Property Value H
Dimensions 6.5cm x 2.3cm x 2.3cm
Weight 18.5¢g
Minimum Diameter 2.30cm
Maximum Diameter 7.32cm
Maximum Pressure 7.7psi
Rendering time (Maximum Inflation) 5.2 seconds
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Fig. 3. Electronics and control hardware setup for the actuator.

C. Software Integration

We used MATLAB (MathWorks, USA) on the PC to
interface with the aforementioned data acquisition device
and pressure regulators. We also created a virtual reality
environment using Unreal Engine 4 (Epic Games, USA) for
the user study, to be described below. Hand tracking on the
Oculus Quest 2 headset was enabled using the Oculus API.

D. Shape Rendering

Shape rendering via direct embodiment is based on the
realization that 3D shapes are simply volumes that are
occupied by an object in 3D space. Thus, if a device can
fill the exact (or approximate) volume that would have been
filled by certain shapes, the device renders that shape for
the user. The accuracy for shape rendering with the direct
embodiment approach relies on the granularity of the actuator
that fills such a space.

Our pneumatic actuator has 15 individually addressable
chambers as a 3D lattice that can inflate to fill volumes to
approximate shapes in 3D space. The overall system opera-
tion principle is as follows: The MATLAB software controls
the 15 pressure regulators to hold at specific pressures,
respectively. As a result, the 15 chambers in the actuators
are actuated to different sizes that geometrically combine
to become the final shape in the user’s hand. For example,
to achieve the simple cylinder shape, we inflated all 15
chambers in the actuator at a fixed low pressure (5 psi, in

Pressure
Fixed Pressure Input sensor

== //
° Flow sensor i

\\

Pressure regulator

Fig. 4. Touch sensing hardware setup.

one case). And for a curved shape like a banana, only 5
chambers on one side of the actuator were inflated, causing
the actuator to bend into a curve. The procedure applies for
various shapes in static shape rendering.

To give user the feeling of frequency or vibrations, the
pressure regulator can output a sinusoidal pressure wave
around a fixed pressure baseline. This pressure baseline
determines the static shape being rendered on the actuator
while the sinusoidal pressure wave gives the feeling of
vibration at different frequencies.

We note that although the device was connected to the
pneumatic control system through silicone tubing, the tubing
volume is a small fraction of the total volume of the device.
Therefore, squeezing the device will not push significant
amount of air into the tubing. In addition, our pneumatic
control system (as described in Section II.B) uses 3-way
valves to control the air flow. As a result, we do not anticipate
that different grasping forces would influence the shape
rendering and perception in our user studies.

E. Touch Sensing via Pressure and Flow Sensors

To provide feedback on the instance of contact with our
actuator, we needed to have touch sensing on the actuator,
so that if the actuator is grasped by the user, the computer
program can register such an event. We experimented with a
touch sensing setup on our actuator, simply using a flow
sensor (Honeywell Zephyr Series Digital Airflow Sensors
HAFUHTOO010L4AXT) and a pressure sensor (Honeywell
26PCDFG5G39), as shown in Fig. 4. The pressure sensor
registers the instantaneous pressure inside one of the actuator
chambers. The flow sensor registers the mass flow in the
pneumatic tubing that is connected to the actuator chamber,
with the positive flow direction being air going into the
actuator.

Object differentiation

Which object are you holding in your hand?

Fig. 5. User study one: static object discrimination. What the user sees in
the headset.
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III. USER STUDIES

To fully show the capability of our device, we conducted
user studies for both static object discrimination (study one)
and dynamic object discrimination (study two). We recruited
22 users in total (11 males and 11 females), between the
age 23 and 56. Users were all right-handed. For both study
one and study two, the user wears a virtual reality headset
(Oculus Quest 2, Meta Platforms, USA) while holding the
actuator in their dominant (right) hand.

A. Static Object Discrimination Study

For study one, the user needs to distinguish between 6
rendered objects (coke can, tennis ball, cone, wine glass,
dumbbell, and banana). In the headset, the user sees the six
target objects placed on a table in front of them (see Fig. 5).
The user also sees the prompt “"Which object are you holding
in your hand?” The actuator in user’s hand will actuate and
render one out of the six shapes on the table. The user will
then tell the test giver which shape the user thinks is the
shape being rendered. There were 18 trials (6 objects each
appearing 3 times randomly) for each user. Their responses
were recorded.

B. Dynamic Object Discrimination Study

For study two, the user needs to distinguish 3 dynamic
scenarios: a beating heart, a flopping fish, and a vibrating
motorcycle handle (Fig. 6). These three scenarios each have
their distinct shapes as well as dynamic frequencies, as
shown in Fig. 7. The beating heart has a round shape with
a frequency of 1Hz (1 beat per second). The flopping fish
has a curved shape with a frequency of 3Hz (3 flaps per
second). The motorcycle handle has a cylindrical shape with
a frequency of 6Hz (6 vibrations per second).

The user experienced these 3 scenarios under three dif-
ferent stages, as described below. We note that users were
not provided any prior training or given feedback after
each stage of the user studies. Therefore, we think the
following scenarios represent the reasonable accuracy of
shape rendering results for each stage.

I. In the first stage, the user was given both the shape
information and the frequency information for the sce-
narios. For example, the beating heart would render as a
round shape with 1Hz beating frequency. The user was
instructed to make guesses as to which scenario was
rendered for 9 trials (each scenario appeared 3 times
randomly).

II. In the second stage, the user was only given the shape
information, without frequency information. For exam-
ple, the beating heart rendered as a round shape, but
without the beating frequency. The user was instructed
to make guesses as to which scenario was rendered for
9 trials (each scenario appeared 3 times randomly).

III. In the third stage, the shapes were kept the same as
a cylinder for all the scenarios and the user was only
given the frequency cues. For example, the beating heart
was rendered as a cylinder with a vibration at frequency
of 1Hz. The user was instructed to make guesses

as to which scenario was rendered for 9 trials (each
scenario appeared 3 times randomly). Their responses
were recorded.

Dynamic object differentiation

Which of the following are you feeling in your
hand?

A beating heart

B. floppy fish

C. motorcycle handle

Fig. 6. User study two: dynamic object discrimination test. What the user
sees in the headset.

IV. RESULTS AND DISCUSSIONS
A. Shape Rendering Actuator

The fabricated full 5-stack 15-chamber actuator has a di-
mension of 6.5cm x 2.3cm x 2.3cm, about the size of a thick
whiteboard marker when not actuated. This size fits well
in most people’s hand and not obstructive when the user’s
fingers move around in motions other than grasping. More
physical details about the actuator are shown in Table 1.
We note that in the current version of the device, we asked
the users to hold the device in user studies. However, it is
straightforward to attach an adjustable strap to the 5-stack
actuator device to make it wearable.

The actuator can actuate to its maximum inflated shape
(about 300% of original diameter) in about 5.2 seconds under
a maximum pressure of 7.7 psi. The actuator’s inflated can
be accurately controlled with pressure input due to the direct
correlation between pressure and shape circumference in the
actuator (See Fig. 8). The large amount of shape change
(300%) enabled by this actuator allows for a wide range of
objects being rendered. The speed of the shape change (5.2
seconds to max inflation) also enables adaptive behaviors in
virtual environment, such as changing of objects grabbed and

motorcycle

beating heart handle

floppy fish

Shape
Frequency 1Hz 3Hz 6Hz
Fig. 7. User study two: three scenarios generated by the actuator (with

shape and frequency information).
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dynamic shape changes. The shape changing speed and the
range of vibration frequencies are functions of the input pres-
sure, actuator stack volume and actuator materials. Future
devices can be optimized for specific rendering applications.
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Fig. 8. Plot of actuator circumference in one stack as a function of pressure
in the chamber, with all three segments within the stack being pressurized.

B. Touch Sensing via Pressure and Flow Sensors

The results shown in Fig. 9 indicated that a pressure sensor
and a flow sensor can both provide high-quality distinguish-
able signal in the event of actuator being touched. Specially,
with a baseline inflation pressure at 4 psi, the pressure
sensor registered a 10% pressure increase with the onset
of squeezing the actuator. And the flow sensor registered
about 0.25 SLPM with the onset of squeezing the actuator.
This experiment demonstrates a possible implementation of
touching sensing method with our actuator that is purely
pneumatic, with no additional sensors needed on the actuator
itself.

This touch sensing mechanism greatly simplifies the ar-
chitecture on the side of the actuator and can scale with
the number of chambers in the actuators without added
complexities.

C. Static Object Discrimination Study

In user study one, we investigated what is the accuracy
of static shape rendering in user’s hand. From the images of
the rendered shapes (Fig. 10), we can see the actuated shapes
and the shapes that the actuator attempted to mimic.

The confusion matrix in Fig. 11 shows quantitative results
of whether the user was able to distinguish the shapes formed
by the actuator in their hand. Overall, the accuracy is 90.7%
for all six shapes combined. Individually, we see that the
coke can (shape No.1) was the least recognizable shape with
identification accuracy of 83.3%, likely due to the lack of
features. And the tennis ball (shape No.2) was the most
recognizable shape with accuracy of 95.5%, likely due to
its uniquely large volumetric differential between different
chambers. The two most confused shapes were coke can
and wine glass— this might be a result of confusion on the
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Fig. 9. Data plot for touch sensing via pressure and flow sensors.
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Fig. 10. User study one: six shapes that the user sees in VR compared to
the shapes generated by the actuator.

location of grasping since the stem of the wine glass is also
a nicely shaped cylinder.

Overall, the first user study has shown that users can
distinguish well (with over 90% accuracy) of the static
shapes generated by our actuator. This provides the basis
that our direct embodiment approach works well for static
shapes.

D. Dynamic Object Discrimination Study

In user study two, we first tested how accurate users can
identify three haptic scenarios (a beating heart, a flopping
fish, and a vibrating motorcycle handle) with both shape
and frequency information (Fig. 12). We observed that with
both shape and frequency signals, the users can identify the
scenarios with an accuracy of 96%. When the users have only
frequency signals, the overall identification accuracy dropped
to 83.5%. When the user have only shape signals, the overall
identification accuracy was 88.6%, also lower than the case
with both shape and frequency signals. Clearly, when users
have access to more streams of signals for a given scenario,
the users were more likely to guess the right shapes.

In the frequency signal-only stage, users mostly confused
the flopping fish and the motorcycle handle (Fig. 13). This
confusion is likely due to that the vibration frequencies
for floppy fish and vibrating motorcycle handle are only
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Fig. 11.  User study one result: confusion matrix for the six shapes

generated by the actuator. The number in the matrix indicates the number of
guesses. Blue color shows correct guesses where pink color shows incorrect
guesses. The column on the right is the cumulative percentage of correct
and incorrect guesses for each shape.

2X different (3 Hz vs. 6 Hz) and the 3 Hz difference in
frequencies can be difficult to discern without the help of
shape information. We anticipated that higher frequencies
for vibrating motorcycle might help reduce the confusion.
Our device can be optimized for future iterations to enable
high-frequency rendering.

In the shape signal-only stage, users mostly confused the
heart and the motorcycle handle (Fig. 14). This confusion can
be explained by noting both the heart and the handle have
a positive curvature on them, unlike the fish with a negative
curve. So the heart and the handle were more easily confused
with the frequency information.

There are two noteworthy details. First is that the shape
only signals made the users have an accuracy of 88.6%,
which is close to the accuracy shown in shape identification
task (90.7%) in User Study One. The shape-only result could
serves as another experimental data set of shape rendering
accuracy, further confirming the results in the static shape
study.

The second noteworthy detail is that the frequency-only
and shape-only tests were run on the same participants who
were first tested with shape-and-frequency-together condi-
tions. The participants already had experienced the shape
and frequency signals so that the tests later should have a
higher accuracy due to familiarity. This detail strengthens
our result, since with the learning, the users still did worse
with single signal streams than dual signal streams.

Overall, the user study here has shown that the actuator
can render dynamic signals well for the users. The study
has also shown that dual inputs (shape and frequency) for
the haptic scenario allow for higher accuracy in dynamic
discrimination studies.
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Fig. 12. User study two result: confusion matrix for the three scenarios
with both shape and frequency cues. The number in the matrix indicates
the number of guesses. Blue color shows correct guesses where pink
color shows incorrect guesses. The column on the right is the cumulative
percentage of correct and incorrect guesses for each scenario.
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Fig. 13.  User study two result: confusion matrix for the three scenarios

with only frequency cues. The number in the matrix indicates the number of
guesses. Blue color shows correct guesses where pink color shows incorrect
guesses. The column on the right is the cumulative percentage of correct
and incorrect guesses for each scenario.

V. CONCLUSIONS

The 5-stack 15-chamber actuator was successful in render-
ing primitive grasping shapes (cylinder, sphere, and hook),
as well as more complicated curvatures like a dumbbell and
cone. We can forecast that pneumatically-driven, volumetri-
cally expanding soft actuators can provide increasingly better
shape rendering with an increasing number of individually
addressable actuators. The actuators could also render dy-
namic shapes with frequency information. This has not been
shown extensively before. We have shown that with multiple
streams of information (shape and frequency), the user can
recognize scenarios easier. Overall, we have demonstrated a
shape rendering device that is light, wearable, and able to
change into various shapes and curvatures with frequency
rendering. We believe this opens up new avenues in haptics
research for more versatile handheld devices that are capable
of realistic haptic feedback.

In summary, our work demonstrated:

1) A 5-stack, 15-chamber pneumatic 3D lattice actuator
that is capable of rendering static and dynamic shape.

2) Touch sensing on the pneumatic actuator with only a
pressure sensor and a flow sensor.

We performed users studies: static object discrimination
study and dynamic object discrimination study. Our key
findings from the user studies were:
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True Scenarios

Fig. 14.

heart 19.4%

fish 3.4%

handle 10.9%

fish handle

heart

Predicted Scenarios

User study two result: confusion matrix for the three scenarios

with only shape cues. The number in the matrix indicates the number of
guesses. Blue color shows correct guesses where pink color shows incorrect
guesses. The column on the right is the cumulative percentage of correct
and incorrect guesses for each scenario.

1y
2)

3)

Users identified objects with over 90% accuracy for six
shapes in the static shape rendering tests.

Users identified objects with over 80% accuracy for
three scenarios in the dynamic shape rendering tests.
Multi-modal (shape and frequency) inputs generated
higher distinguishability in haptic user studies.

Some areas for future work include:

1y

2)

3)

Increasing the number of chambers in the actuator for
higher resolution of rendering.

Fully incorporating the touch sensing into the software
pipeline for a virtual reality shape rendering demonstra-
tion.

Investigating the role of stiffness (as a result of inflation)
in user’s perception of object rendering. Potentially
adding stiffness rendering capability through methods
such as strain-limiting.
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